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Abstract—Outsourcing sensitive data and operations to un-
trusted cloud providers is considered a challenging issue. To
perform a search operation, even if both the data and the query
are encrypted, attackers still can learn which data locations
match the query and what results are returned to the user.
This kind of leakage is referred to as data access pattern.
Indeed, using access pattern leakage, attackers can easily infer
the content of the data and the query. Oblivious RAM (ORAM),
Fully Homomorphic Encryption (FHE), and secure Multi-Party
Computation (MPC) offer a higher level of security but incur
high computation and communication overheads.

One promising practical approach to process the outsourced
data efficiently and securely is leveraging trusted hardware
like Intel SGX. Recently, several SGX-based solutions have
been proposed in the literature. However, those solutions suffer
from side channel attacks, high overheads of context switching,
or limited SGX memory. In this paper, we present an SGX-
assisted scheme for performing search over encrypted data. Our
solution protects access pattern against side channel attacks while
ensuring search efficiency. It can process large databases without
requiring any long-term storage on SGX. We have implemented
a prototype of the scheme and evaluated its performance using a
dataset of 1 million records. The equality query can be completed
in 9.55 milliseconds. Comparing with ORAM-based solutions,
such as ObliDB, our scheme is more than 11× faster.

I. INTRODUCTION

Cloud computing is a paradigm that offers on-demand stor-
age and computing resources to individuals and enterprises.
Due to its low cost and high scalability, cloud computing is
growing rapidly. However, data stored and processed in the
cloud is becoming an attractive target for adversaries because
of the cloud platform’s underlying infrastructure and shared
model [8].

To protect outsourced data, Searchable Encryption (SE)
schemes [9] have been proposed to enable the Cloud Server
(CS) to perform encrypted search while ensuring security and
privacy of outsourced data. However, due to access pattern
leakage, outsourcing sensitive data and search functionality
to untrusted cloud providers is still considered a challenging
issue. Many recent works, such as [10]–[12], have shown that
access pattern leakage can be leveraged to recover the content
of the encrypted data and query. Although Oblivious RAM
(ORAM) [13], Fully Homomorphic Encryption (FHE) [14],
and Secure Multi-Party Computation (MPC) [15] provide a
high level of protection to sensitive data, they incur high com-
putation and communication overheads for systems requiring

big data storage and intensive processing. There are works
[16], [17] that introduce more practical ways to hide access
pattern based on multiple cloud service providers.

Another promising practical approach to process outsourced
data efficiently and securely is leveraging trusted hardware like
Intel Software Guard Extension (SGX) [18]. SGX can isolate
sensitive code and data in an encrypted memory region, called
enclave. During execution, privacy and integrity of enclave
memory are preserved with a set of hardware mechanisms.
Recently, several SGX-based approaches for encrypted data
access have been investigated in the literature. For instance,
Fuhry et al. [1] present two constructions for sub-linear search
over encrypted database by using SGX. Zheng et al. [4]
introduce an SGX-assisted oblivious data analytics scheme
that conceals data access pattern. Moreover, several works [3],
[5], [6] explore deployment of ORAM on SGX. Unfortunately,
these schemes suffer from several limitations. For instance, the
constructions proposed in [1] leak access pattern. Although
access pattern is concealed in [3], [5], [6], these schemes
require long-term storage on SGX for managing the map
between each data instance and its store location, which is
in big size when the database has millions of distinct values.
Moreover, in the scheme proposed by Zheng et al. [4], the
entire database needs to be linearly scanned to answer a query.
All these solutions are not very practical due to very limited
memory resources in SGX. Another limitation is that there are
side channel attacks when using SGX to ensure secure data
access. Indeed, several recent works, such as [19]–[21], have
shown that the Operating System (OS) can infer data access
pattern in SGX by launching side channel attacks, such as
page faults and timing attacks. State of the art solutions [3]–
[6] do not give the solutions to resist the side channel attacks.
In Table I, we compare existing SGX-based schemes.

Research Challenges. The main objective of this paper is to
preserve access pattern privacy by using SGX while ensuring
efficient search over encrypted data and without any long-term
storage requirement in the enclave. As discussed below, there
are two main challenges to achieve our objective: preserving
access pattern privacy while providing efficient search and
withstanding side channel attacks.

To support efficient search, a straightforward method is to
build indexes and load only the required indexes into SGX.



TABLE I
COMPARISON OF RECENT SGX-BASED SCHEMES.

Scheme Search
complexity

Access pattern
leakage

Side channel
leakage

No long-term
storage on SGX

Fuhry et al. [1] – Construction 1 O(logN) G# # X
Fuhry et al. [1] – Construction 2 O(logN) # # X
Gribov et al. [2] O(logN) # # X
Eskandarian et al. [3] – Linear O(N)  # X
Eskandarian et al. [3] – Indexed O(log2 N) G# # X
Zheng et al. [4] O(N)  # X
Sasy et al. [5] –   ×
Costa et al. [6] –   ×
Ahmad et al. [7] –   ×
Our work O(N/P )   X

#, G#, and  mean the information is completely leaked, partially leaked, and not leaked, respectively. X and × represent if long-term storage on SGX is
not required or required, respectively. N represents the number of nodes in the tree or number of records in the database. P is page size in an SGX enclave.

In [5], [6], no search operation is performed and this is denoted by –.

However, this method leaks the index access pattern directly
to the CS. To fully hide the index access pattern, a typical
strategy is to load all the indexes into SGX. Nonetheless, an
SGX enclave only has around 90 MB memory for storing the
code and data. For a large database, indexes will exhaust the
enclave memory and virtual memory mechanism of the OS.
Consequently, this will significantly affect the performance of
SGX. Moreover, as shown in [1], which pages are accessed is
still unprotected because of the page fault attack. Therefore,
the first challenge is to fully guarantee the data access pattern
privacy without exhausting the enclave memory when the
database is large.

Although SGX provides a trusted environment for data
processing, it suffers from side channel leakage. Actually, the
data is leaked when it is loaded to SGX [19]–[21]. Thus,
the second challenge is to protect data access pattern against
potential side channel attacks. Several countermeasures, such
as data oblivious access, balanced code execution, and data
shuffling have been proposed in [22]–[24]. However, these
techniques are too generic to be used for SE schemes. For
instance, to defend against the page fault attack, Shinde et
al. [23] propose to balance the code execution by adding and
accessing dummy data. Nonetheless, in a B+ tree, we should
ensure the added dummy keys can be checked like real ones
and do not affect correctness of search results; otherwise, the
CS can infer the real index access pattern. Therefore, the
techniques specific to SE schemes should be considered.

Our Contributions. In this paper, we present an SGX-
assisted SE scheme addressing aforementioned research chal-
lenges. Basically, our solution uses the B+ tree structure to
ensure search efficiency. To address the first challenge, our
scheme loads and processes the tree indexes in batches. On
the one hand, this method ensures that the index access pattern
is protected. On the other hand, our scheme can also process
a large database without exhausting the enclave memory.
Moreover, it is also necessary to defend against the page fault
attack. To mitigate other side channel attacks, the B+ tree is
searched in a balanced way, independent of the query and
access pattern. To analyse the performance, we evaluate our

proposed scheme and compare it with ObliDB [3] on Big
Data benchmark [25]. Our scheme outperforms ObliDB by
at least 11×. We also compare our scheme with a baseline
implementation without access pattern protection with sub
linear search support. Our results show that our techniques to
defend side channel attacks add less than 157× overhead when
the B+ tree contains 1 million keys. In addition, our approach
does not require any long-term storage on the enclave. In
summary, our contributions in this paper are as follows:
• Our scheme protects data access pattern from the CS by

leveraging a trusted SGX.
• Our scheme prevents the CS from inferring access pattern

by launching side channel attacks.
• In our scheme, a search operation can be performed

efficiently.
• We implement a prototype of the system and test its

performance on an SGX-based hardware.

Paper Organisation. The remainder of this paper is organised
as follows. First, Section II reviews related work. Section III
gives a brief overview of SGX functionalities and explains
possible side channel attacks. An overview of our proposed
solution is provided in Section IV. Then, we present our
solution details in Section V before introducing its security
analysis in Section VI. In Section VII, we report performance
analysis. Finally, we conclude this paper in Section VIII.

II. RELATED WORK

Fuhry et al. [1] present two SGX-assisted constructions for
search over encrypted data. To support sub-linear search, the
B+ tree index is utilised in both constructions. In the first
construction, the encrypted index tree is entirely loaded into
the enclave for performing search, which is not scalable for
large databases. Moreover, the untrusted server could observe
data access inside the enclave with a page-level granularity
by leveraging the page fault side channel attack [19]. In
their second construction, only the nodes involved in the tree
traversal are loaded into the enclave. In this case, the accessed
nodes are leaked to the CS directly.

In [2], Gribov et al. also present a B+ tree-based SGX-
assisted encrypted database, fully supporting SQL queries,



called StealthDB. They also reduce the context switching
overhead between the enclave and the untrusted server memory
by 5×−10× by using an exit-less communication mechanism
[26]. Unfortunately, StealthDB still leaks the index access
pattern since it only loads the matched nodes into the enclave
for performing search.

Eskandarian and Zaharia [3] also proposed two basic meth-
ods for the data storage and access, named linear and indexed
storage. For linear storage, SGX searches each record one
by one, and then loads the matched records with ORAM
primitives. This method can conceal access pattern effectively,
but it incurs significantly high computation overheads. In the
indexed storage, a B+ tree is searched first to narrow down
the records to be scanned. However, access pattern over the
B+ tree is leaked.

Zheng et al. [4] study how to leverage SGX to secure
distributed analytical workloads, and propose a system called
Opaque. By sorting and shuffling the data, Opaque could
avoid the access pattern leakage. However, Opaque linearly
scans and sorts the entire database to answer a query, which
is inefficient for large databases. Moreover, they do not give
specific solutions to address side channel attacks.

There are works [5]–[7] that present three different designs
and implement the ORAM primitives running on SGX that
can protect access pattern and defend side channel attacks.
However, in those designs, the enclave has to store a map
between each distinct value and its store location. Due to
limited memory of SGX enclave, those implementations are
not scalable to the databases with a large number of distinct
values.

As summarised in Table I, none of above schemes can
achieve our objective, i.e., preserving access pattern privacy
by using SGX while ensuring efficient search over encrypted
data without any long-term storage on SGX.

III. BACKGROUND

A. Intel SGX

In this section, we give a brief introduction of SGX func-
tionalities relevant to our system. For more details on SGX,
we refer the reader to [18], [27]. SGX is an extension of x86
instructions for creating and managing software components,
called enclave. Physically, the enclave is located inside a
hardware guarded area of memory called Enclave Page Cache
(EPC). The EPC consists of 4KB page chunks, and only
around 90MB EPC can be used by the application. The
SGX hardware enforces additional protection on the enclave,
such that it is isolated from the code running on the system
including the OS and the hypervisor.

Apart from the isolated code and execution, SGX has anoth-
er two main security properties: sealing and attestation. Sealing
is the process of encrypting enclave secrets for persistent
storage to disk [28]. Every SGX processor has a key called
the Root Seal Key that is embedded during the manufacturing
process. Once an enclave is created, a seal key – which is
specific to the enclave – is derived from the root seal key.
When the enclave is torn down, this seal key is used to encrypt

data, and store the data in disk. SGX also supports remote
attestation, enabling a remote party to verify if an enclave is
created properly on a trusted SGX. It also provides integrity
to the code and data loaded into the enclave. Furthermore,
the remote attestation feature helps in establishing a secure
channel between an external party and the enclave.

B. Side Channel Attacks on SGX

Intel SGX offers secure execution environment by crypto-
graphically protecting code and data on an untrusted server.
Unfortunately, it is vulnerable to side channel attacks. As
discussed below, there are at least two possible side channel
attacks that could be launched by the untrusted server to derive
sensitive information.

Page Fault Attack. An SGX program is executed in user
mode, and it needs the underlying OS to manage virtual
memory pages. Specifically, when launching an SGX process,
the OS creates the page tables that map the virtual addresses
to physical memory entries. However, when the virtual pages
can not be mapped to the physical memory, the CPU incurs a
page fault and the faulting address will be reported to the OS.
By manipulating the page table mappings, as shown in [19],
a malicious OS can observe the page access pattern in SGX.

Timing Attack. Timing attack allows attackers to learn sen-
sitive information by analysing the time taken to execute data-
dependent operations. Every logical operation in a computer
takes time to execute, and this time could differ based on the
input, which is also the case for the operations in SGX. With
precise measurements of the execution time for each operation,
an attacker can backtrack the input data.

IV. SOLUTION OVERVIEW

In this section, we first define the threat model. Then, we
describe the leakage and give a security definition of our
system. Finally, we briefly explain our proposed approach.

A. Threat Model and Assumptions

Our system includes three entities: the user, SGX-enabled
Cloud Server (CS) and an SGX enclave within the CS. The
user uploads encrypted databases to the CS and later sends
encrypted queries. We assume the user is trusted.

The CS is responsible for storing encrypted data and loading
data into the enclave for performing search. Similar to existing
work (see Section II), we assume adversaries could attack and
fully control the OS running on the CS, and they are curious
about the data residing on the CS. For simplicity, in the rest of
the paper, we regard the CS as an adversary, which honestly
follows the specified protocol but is curious to know the data.
Since we employ encryption, the CS is unable to access the
data directly. Moreover, the CS can not control and access the
code and data within the enclave. Nonetheless, it can interrupt
the enclave as desired, by modifying the OS and SGX SDK, in
order to get side channel information. Therefore, we assume
the CS is able to exploit side channel attacks including the
page fault attack [19] and timing attack [29] to infer the code
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Fig. 1. Proposed approach: The user shares the secret key with the trusted
SGX enclave (Step I). The encrypted data and indexes are stored in the
untrusted cloud server (Step II). The query is decrypted and processed by
the enclave (Steps 1, 2, and 3). After searching, the matched records together
with a set of random records will be returned to the user (Step 4).

paths and data access patterns inside the enclave. There are
also other types of side channel attacks, such as cache attack
[30], [31], power monitoring [32], electromagnetic [33], and
acoustic [34], which are out of the scope of this work.

SGX enclave is responsible for processing user queries and
returning search results to users without leaking any content
and access pattern to the CS. SGX enclave is also considered
to be trusted. In particular, both integrity and confidentiality
of the code and data inside the enclave are protected with
inherent cryptographic mechanisms. We also assume that SGX
provides methods for establishing a secure channel with the
users for protecting the communication between them.

B. Leakage and Security Definition

In this work, we do not make any effort to hide the tree
structure and database size. Basically, for each B+ tree (there
is a B+ tree for every field in the database), the number of
its levels, the number of nodes at each level, and the size of
each encrypted node are leaked to the CS. In this section, we
define the leakage as index size, i.e., Size(I). Moreover, from
the search history, the CS knows the number of queries has
been issued, which tree is searched for each query, and the
structure of each encrypted query. This leakage from queries
is defined as L(Q). For the dataset D, the number of records
and the size of each encrypted record are also leaked, which
are defined as Size(D). Based on the leakage, the security of
access pattern is defined as follows:

Definition 1 (Access Pattern Security): Let −→H :=
((Q1, R1), . . . , (QT , RT )) be the search history at time T ,
where Qt denotes the query, and Rt is its search result at time t
(1 ≤ t ≤ T ). Let A(

−→
H ) be access history of the data stored on

the CS, where search history is −→H . We say that access pattern
is protected from the CS if for any two search histories −→H 0

and −→H 1 of the same length and leakage (as defined above)
and their access pattern A(

−→
H 0) and A(

−→
H 1), respectively, are

computationally indistinguishable by the CS.

C. Architecture Overview

The overview of our proposed architecture is illustrated in
Fig. 1. It consists of a trusted code base inside the enclave
for processing queries, the data storage on the CS, and the
encryption and decryption operations on the user side.

Initially, the user generates a secret key sk to encrypt the
outsourced data and queries. The secret key sk is shared with
the enclave via a secure channel (Step I). To ensure search
efficiency, the user first builds B+ tree indexes for the dataset
and then uploads both the encrypted dataset and index trees
to the CS (Step II). When issuing a query, the user encrypts
it using randomised encryption and sk (Step 1). Since sk is
unknown to the CS, the content of the query and whether
the same query has been sent before (i.e., search pattern) are
protected from the CS. With the secret key sk, the enclave
decrypts the query and loads the associated index tree from
the CS for performing search (Step 2). To hide the tree access
pattern, the nodes are loaded and accessed in an oblivious
manner that is independent of the query and could resist
against side channel attacks including page fault and timing
as explained in Section V. Every key stored in the leaf node is
attached with a pointer pointing to a list of identifiers (rids)
of the records matching the key. To hide the record access
pattern, the enclave sends the matched rids to the CS also
in an oblivious manner that could resist against side channel
attacks (Step 3). With the matched rids, the CS sends the
matched records to the user (Step 4). Finally, the user obtains
the result in plaintext by decrypting them using sk.

In this work, we only give the details of processing basic
equality queries. More complicated SQL queries, such as range
query, GROUP BY, JOIN, COUNT, and SUM will be our
future work.

V. SOLUTION DETAIL

In this section, we first introduce our solution used to protect
access pattern. Then, we show how the data is represented and
encrypted. Finally, we describe how the queries are processed
in our system.

A. Access Pattern Protection

In this work, the main objective is to hide access pattern
over the B+ tree from the CS. Protecting the index access
pattern means protecting which node(s) at each level is(are)
accessed from the CS, excluding the root node.

In our approach, to fully hide the index access pattern
without exhausting the enclave memory, SGX reserves only
a single EPC page and loads the index tree in batches, rather
than loading the entire tree in one go. Specifically, SGX loads
and processes the tree nodes level by level. When the nodes at
one level can not be loaded in one page, they will be grouped
in fragments and loaded fragment by fragment, where each
fragment contains the maximum number of nodes that can be
loaded in one page. Thus, our system can efficiently process
the dataset with any size. Moreover, which node is accessed
inside each loaded page is unknown to the CS.

Note that SGX could also reserve more pages and load more
nodes per batch. In this work, we focus on the case of loading
one page each time.

1) Solutions against Page Fault Attacks: Using a single
page to hold data blocks is not sufficient to resist the page
fault attack. Indeed, when the CS launches page fault attacks,



it can still learn if the page is accessed or not since only when
the page is accessed the fault address will be reported to the
OS. Our solution is to ensure every loaded page is accessed by
SGX. In particular, when the matched nodes are not included
in the EPC page, some random nodes will be accessed. In this
case, even if the page fault exception occurs, the CS is unable
to know if it is caused by accessing the matched nodes or
random ones.

2) Solutions against Timing Attacks: To resist timing at-
tacks, the time of searching the B+ tree should be independent
of the query and access pattern.

In the traditional B+ tree, only one node at each level should
be searched for equality queries. To hide access pattern at a
page level, we just need to ensure a random node is accessed
when the matched node is not contained in the EPC page.
However, there are still two issues making the index access
pattern vulnerable to timing attacks. First, in a traditional B+
tree, the nodes may contain a different number of keys, and the
time of processing a fragment depends on how many keys are
checked in the accessed node. In turn, based on the processing
time, the CS can infer the number of checked keys, and then
infer which node is accessed. For instance, assume checking
one key takes T time. If the loaded fragment is processed in
nT time, the searched node must contain no less than n keys.
According to the size of each encrypted node, the CS could
infer which node is accessed with a high probability. This issue
can be solved by hiding the real size of each node. However,
in a traditional B+ tree, the number of keys checked in the
accessed node also varies with the query. That is, different
queries are processed at different times, and the equivalent
queries must be processed at the same time. On the contrary,
when all the pages are processed at the same time, there is a
high probability that the two queries are equivalent and their
tree access patterns are the same. To solve the two issues, each
fragment should be processed in constant time for all equality
queries. To this end, we first propose to ensure all the nodes in
the tree contains b−1 keys by adding dummy keys, where b is
the branching factor for building the tree. Second, we propose
to check all the keys in the accessed node, rather than to stop
the search once the matching key is found. As a consequence,
each fragment is processed in (b− 1)T time no matter which
node is accessed. The details of generating dummy keys and
checking the node are given in the Sections V-B and V-D,
respectively.

B. Data Representation

To support sub linear search, given the database, the
user first builds a standard B+ tree based on a defined
branching factor. Formally, we define a B+ tree as tree =
{b, L,N, cnt,nodes}. Here, b is the branching factor, indicat-
ing each node can have up to b children nodes and b−1 keys.
L is the number of levels of the tree, and the root node is in
level l = 1. cnt = {cnt1, . . . , cntL} is an array of integers
of length L. cntl represents the number of nodes in level l,
where l ∈ [1, L]. The total number of nodes in the tree is
N = Σl=Ll=1 cntl. nodes = (node0, . . . , nodeN−1) is the array
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Fig. 2. A B+ tree index example with branch = 4, 3 levels, and 13 nodes:
From root to leave nodes and from left to right, all the nodes are assigned
a sequence of numbers in order as the id. Each non-root node stores 3 keys
and 4 values, including both real and dummy keys and values. The dummy
keys and values must be stored in the most left. The real value is the id of
its children node. The dummy values are set to 0. The real value in each
leaf-node is the id of a list of identifiers of the records matching the key.

storing the N nodes in the tree. The order of storing nodes is
from root to leave nodes and from left to right.

The non-leaf node is defined as nodeid =
{id, (k1, . . . , kb−1), (cid1, . . . , cidb))}. id is unique and
used to identify the node, which also represents the node
store location in nodes. In the B+ tree, each node contains an
array of keys (k1, . . . , kb−1) for searching, and an array of its
child nodes ids (cid1, . . . , cidb) for reaching its child nodes.

It is known that the root node is always the first node to be
searched whatever the query is. To defend against the timing
attack, we just need to search all its keys for all queries.
Thus, we do not need to pad the root node with dummy keys.
However, as already mentioned, we should ensure all the non-
root nodes has b− 1 keys by adding dummy keys.

The b − 1 keys in each non-root node consist of both real
and dummy keys. Specifically, assume the node contains γ
real keys. To ensure the node can be processed in a balanced
way (the details are given in Section V-D), the real keys are
stored in the most right of the node and in increasing order,
i.e., (k1, . . . , kb−1−γ) and (kb−γ , . . . , kb−1) are dummy and
real keys respectively, and k1 < . . . < kb−1. The γ real
keys separate the key domain into γ + 1 subtrees which are
reachable by γ+ 1 children node ids, i.e., (cidb−γ , . . . , cidb).
Moreover, the real keys in nodecidi are in (ki−1, ki]. In other
words, there is a sub domain for each node. To ensure the
dummy keys never match the query, we assign them the
values out of the node’s sub domain. Specifically, we set
nodecidi .dummy keys < ki−1. In addition, the dummy keys
are not used to generate subtrees, so (cid1, . . . , cidb−γ−1) are
also dummy and set to 0.

The leaf node has the same structure as the non-leaf node.
However, the leaf node does not have children nodes; instead,
its cidi points to a list of rids of the records whose values are



equal to ki. Likewise, if the leaf node has less than b− 1 real
keys, a number of dummy keys will be generated and stored
in the most left of the key array. The record identifiers lists
are encrypted and stored separately. Moreover, to hide size
information, the user pads the lists to the same size before
encrypting.

Fig. 2 illustrates the logical structure of a sample tree with
b = 4, L = 4, and N = 13, where cnt1 = 1, cnt2 = 3,
and cnt3 = 9. The node with less than 3 keys is padded with
dummy keys that are inserted to the most left of the nodes.
For instance, the first two keys κ21 and κ22 in node2 and the
first key κ31 in node3 are the dummy keys. Moreover, the sub
domain for node2 is (k01, k

0
2], so we should set κ22, κ

2
1 < k01 .

The sub domain for node3 is (k02,MAX], so κ31 < k02 , where
MAX represents the maximum value for keys.

C. Data Encryption

Algorithm 1 Encryption(tree, P )
1: Pads each node into s-bit if required
2: for l = 1 to l = tree.L do
3: Segment the nodes at level l into fragments Fl = {fl1, . . . , flnl

}, where nl =

d tree.cntl
P e

4: πsk‖l(Fl)
5: for i = 1 to i = nl do
6: Encsk(fli)
7: for each cid in each leaf node do
8: Encsk(listcid), pad the list first if required

After building the tree, the user encrypts both the dataset and
the index tree before sending them to the CS. For encryption,
given a security parameter λ, the user generates the secret
key sk. Basically, each record is encrypted with sk using a
randomised encryption algorithm such as AES-GCM. Each
encrypted record is identified with a unique rid in plaintext.

In this work, we do not aim to hide the tree structure from
the CS. That is, the CS could learn the values of b, L,N and
cnt. The user only encrypts the nodes in nodes. The detail of
the tree encryption is shown in Algorithm 1.

Specifically, the tree encryption is performed in three phas-
es. In the first phase, all the nodes are padded to the same
size. In addition to adding dummy keys, the elements inside
each node, including id, cid and key, should also be padded
to the same size. Assume all the nodes are s bits. It is known
that the enclave page size is 4 KB, meaning each page can
hold at most P = b 4KBs c nodes.

In phase 2, the user fragments the nodes at each level P by
P (Line 3), and then permutes the fragments with a pseudo-
random permutation π : {0, 1}λ′ × {0, 1}nL → {0, 1}nL

(Line 4) in order to hide the order among the fragments,
where nL represents the number of fragments at the last
level and λ′ = λ + log2 nL. Each fragment has P nodes
excluding the last fragment, such the nodes in each level will
be loaded fragment by fragment. Afterwards, each fragment
is encrypted with a semantically secure block encryption
Enc : {0, 1}λ × {0, 1}32768 → {0, 1}32768 (32768 = 4KB
is the data size in bit that can be hold in one EPC page), e.g.,
AES-128 in GCM mode (Line 6).

In the last phase, for each cid in each leaf node, the user
pads and encrypts its rid list with Enc and sk (Line 8). By
padding the lists into the same size, the data distribution can
be hidden from the CS.

D. Searching Tree

Algorithm 2 EqualityQuery(EQ, tree, P )
1: Q← Decsk(EQ)
2: mid← 0
3: Nodes[P ]← 0 {Allocate an EPC for loading tree nodes}
4: for l = 1 to l = tree.L do
5: for i = 1 to i = d tree.cntl

P e do
6: Load Encsk(fli) to Nodes
7: SearchPage(Q,Nodes, n, l, i, tree.b, tree.L,mid), where n is the

number of nodes in this fragment

When issuing a query Q, the user encrypts it by computing
EQ ← Encsk(Q), such the query is protected from the CS.
Moreover, Enc is semantically secure and search pattern is
also hidden from the CS.

The search operation is performed on SGX, and the details
are shown in Algorithm 2. Once received EQ, SGX first
decrypts EQ with sk (Line 1), such it can learn the type of
the query, the interested field(s) and keyword(s).

In Algorithm 2, mid is used to cache the id(s) of the node(s)
should be searched at the next level, or the identifier(s) of the
matched rids list(s) after searching each fragment. When Q
is an equality query, mid is set to be an integer of the same
length as node id, and initialised as id of the root node.

SGX reserves a fixed EPC page Nodes (Line 3) and loads
the required index tree(s) in batches for performing search
(Line 4 - Line 7). Indeed, SGX loads and processes the
permuted fragments at each level one by one. Since all the
nodes at each level will be loaded, it is unnecessary to recover
the order of the fragments before loading. In the following,
we show how the loaded fragment is processed in detail for
equality queries.

Algorithm 3 EqualitySearch(Q,Nodes, len, l, i, b, L,mid)
1: Nodes← Decryptsk(Nodes)

2: r1
$← {0, len− 1}

3: r2 ← mid−Nodes[0].id
4: if Nodes[0].id ≤ mid ≤ Nodes[len− 1].id then
5: node← Nodes[r2]
6: flag ← 1
7: else
8: node← Nodes[r1]
9: flag ← 0

10: tid← node.cidb
11: for j = b− 1 to j = 1 do
12: if (Q.K ≤ node.kj and l < L) or (Q.K = node.kj and l = L) then
13: shift← 1
14: else
15: shift← 0
16: tid← tid− shift
17: mid← mid ∗ (1− flag) + flag ∗ tid

For an equality query, only one node will be accessed in
each loaded fragment, i.e., the matched one or a random one.
The challenge is how to ensure that the CS is unable to learn
whether the accessed node is the matched one or a random
one via side channels.



The detail of processing each loaded fragment is described
in Algorithm 3, EqualitySearch. After searching the nodes at
the upper level, the id of the matched node (i.e., mid) is cached
in SGX. SGX first decrypts the loaded fragment (Line 1).
Second, it checks if the matched node nodemid is contained
in the current fragment (Line 4). To hide if the accessed node is
the matched one or a random one, the two cases are processed
in a balanced way (Line 2 - Line 9). Specifically, SGX pre-
computes a random location r1 and the possible location of
the matched node r2. If the matched node is included in
this fragment, the r2-th node in the page will be accessed.
Otherwise, the r1-th node will be accessed. Moreover, a flag
is used to mark if the searched node is the matched one or a
random one. Specifically, flag = 1 when the searched node
is the matched one, and flag = 0 otherwise.

Once the node to be searched is determined, the next step
is to check which key inside the node matches the query. The
enclave traverses all the keys inside the node (Line 10 - Line
16). To resist timing attacks, the node is also processed in a
balanced way. That is, all the keys in the node are checked
in the same way no matter whether it is a dummy or real
and whether it matches the query or not. Specifically, Q.K
is first assumed to be greater than the last key node.keyb−1
(Line 10). In other words, the last child node is assumed to be
the matched one at the next level. From the most right to the
left, SGX checks if each key node.kj is greater than or equal
to the query. If yes, tid decrements, meaning the child node
cidj+1 is not the matched one. Otherwise, tid is unchanged,
indicating cidj+1 is the matched child node.

Nevertheless, the dummy keys in the searched node could
also match the query since they are assigned with real values.
To ensure the correctness of the search result, we should ensure
the dummy keys can not change the value of mid. As shown
in Line 17, after searching a node, mid is updated based on
two values: flag and tid. When the searched node is randomly
picked, flag = 0 and mid is not changed after searching no
matter what tid is. On the contrary, when flag = 1, i.e., the
searched node is the matched one, mid will be updated with
tid. We should ensure the dummy keys can not change the
value of tid, i.e., shift = 0 and Q.K is greater than all the
dummy keys stored in matched nodes. Indeed, Q.K should be
greater than or equal to the first real key in the matched node.
Recall that the dummy keys are stored in the most left of the
node. By assigning the values less than the first real key, they
will never change tid since they are less than Q.K.

Note that, if the searched node is the matched leaf node,
the result mid is the identifier of the matched rids list.

E. Returning Search Results

After searching the tree index, SGX gets the identifier(s) of
the matched rids list. The next step is to return the matched
records to the user. The straightforward way is to send mid to
the CS. However, the CS could learn the record access pattern,
and then infer the search pattern and tree access pattern.

In our system, the matched records are returned in an
oblivious manner. Specifically, SGX first loads the matched

list(s) together with a set of random lists, and which of them
are the matched one (s) is unknown to the CS. Second, to
resist side channel attacks, SGX decrypts all the lists to get
the rids of the matched records. Third, the matched rids and
a set of random rids are sent to the CS, and the CS sends
the records identified with these rids to the user. Fourth, SGX
re-encrypts the matched rids with sk to make it different from
the one stored in the CS, and sends it to the user, using which
the user can identify which records are the matched ones.
Finally, the user decrypts the matched records and get the
data in plaintext.

VI. SECURITY ANALYSIS

In this section, we prove that our scheme achieves the data
access pattern security against the CS.

Thereom 1: The proposed system protects access pattern
from the CS.
Proof. Let −→H be the query history of size T .

Tree Access. In our system, for any query, SGX loads the
whole tree into the enclave in batches. That is, the index
access pattern for each query is always the whole tree from
the CS perspective. Moreover, which node is accessed in the
EPC page is invisible to the CS. Access pattern at the page
granularity is protected from the CS, since the page is searched
after each loading. In particular, when there is a page fault, the
CS OS can always get the fault report, no matter which node
inside the page is searched. However, the CS has no idea if
the accessed node is the matched or random one. By padding
all the non-root nodes to the same size and checking the keys
in a balanced way, each page of the nodes can be processed in
a constant time for equality queries and such the index access
pattern is protected against the timing attack.

Records Access. While returning records to users, the CS sees
A(
−→
H ), which is a sequence (R′1, . . . , R

′
T ), where R′t consists

of the matched records and a set of random records. All
the records stored in the CS are encrypted using randomised
encryption. Therefore, the records in each R′t are indistin-
guishable from a set of random bit strings by the definition
of randomised encryption. Note that although R′t is revealed
to the CS, it can not differentiate matched records from the
random ones, and it can infer the precise access pattern with
1
2

|R′
t| probability.

Another issue is if the CS can infer search pattern from
A(
−→
H ) when Qi = Qj(1 ≤ i, j ≤ T ), R′i ∩R′j 6= ∅. However,

when Qi 6= Qj(1 ≤ i, j ≤ T ), it is also possible that R′i ∩
R′j 6= ∅, where the intersection are unmatched records. Thus,
only when R′i ∩ R′j = ∅, the CS can learn Qi 6= Qj . On the
contrary, it can not determine if they are equal when R′i∩R′j 6=
∅.

VII. PERFORMANCE ANALYSIS

In this section, we first analyse the B+ tree search complex-
ity of our scheme. Then, we demonstrate the performance of
our scheme by using the TPC-H [35] and Big data benchmarks
[25].



TABLE II
COMPARISON WITH OBLIDB AND THE BASELINE.

Tables Keys in
B+ Tree

Branching
Factor #Pages per Batch Query Result

Size
Our
Work

ObliDB
Indexed Speedup Baseline Overhead

ORDERS 1,048,575 32 16 Q0 1 9.55ms – – 0.061ms 156.6×
CFPB 1023 4 1 Q1 1 0.352ms 3.9ms 11× 0.029ms 12.1×
CFPB 1023 4 1 Q2 177 0.352ms 695ms 1974.4× 0.029ms 12.1×
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Fig. 3. Tree search time with 1 million keys.

A. Complexity Analysis

For a traditional B+ tree, the search complexity is
O(logbN), where N represents the number of nodes and b
is a branching factor of the tree. However, in our system, in
order to resist side channel attacks, the B+ tree is accessed in
a balanced way, where multiple nodes at each level should be
searched for each query. Specifically, within every P nodes,
at least one of them should be accessed. Thus, the search
complexity is O(NP ) in our system.

B. Implementation

We implemented and evaluated the performance of our
system on an Intel NUC 7i3BNH, with a 4-core Intel i3-7100U
2.4GHZ processor with SGX enabled and 8GB RAM. The
prototype of the proposed system is implemented in C/C++.
The cryptography primitives used on the user side, such as
the records and indexes encryption, are implemented based
on Libgcrypt 1.8.2 library [36]. The trusted code on SGX
is implemented based on SGX SDK 2.0. Specifically, we
use ‘sgx rijndael128GCM decrypt’ to recover the plaintext of
loaded nodes in SGX. The performance is tested on real SGX
hardware. All the times presented in the following are averaged
over 100 runs.

C. TPC-H Benchmarking

We first evaluated the performance of our scheme with
TPC-H [35] dataset. The table used in our experiment is the
‘ORDER’ table, which consists of 1.5 million records and 9
fields. We built a B+ tree index for ‘O ORDERKEY’ field,
which consists of 1 million keys (when building the tree
48, 575 dummy keys are added).

We first evaluated the B+ tree search time with different
batch sizes, i.e., the number of fragments loaded per batch,
which is also the number of EPC pages reserved in the enclave.
When building the B+ tree, the branching factor was fixed to
32. We tested the B+ tree searching time for equality queries
by changing the batch size from 1 to 512. The result is shown
in Fig. 3.

From Fig. 3, we see the searching time goes down when
loading more pages each time, and reaches the lowest point
when loading 16 pages per batch, which is about 9.55 mil-
liseconds (ms). However, when loading more than 16 pages,
the searching time goes up again. That is because there is less
context switching between the untrusted and trusted code when
loading more nodes in each batch. However, when loading
more than 16 pages, the enclave memory is exhausted, and
part of the data has to be swapped in and out between the
enclave and the untrusted memory.

Moreover, we also implemented the second construction
(i.e., Construction 2) of HardIDX [1] as a baseline, where
only the matched nodes in the B+ tree are loaded into SGX
for searching. Comparing with the baseline, our scheme takes
many strategies to protect access pattern from the CS. In Table
II, we test a simple query Q0: ‘select * from ORDERS where
O ORDERKEY= 1506’ and compare the search time of our
system with the baseline case, and show the overhead added by
these strategies. When loading 16 pages per batch, our scheme
incurs 156.6× performance overheads than the baseline.

D. Big Data Benchmarking

ObliDB [3] is an ORAM-based solution that can also protect
access pattern. In [3], Eskandarian et al. have shown that their
indexed solution is much more efficient than Opaque [4]. In
the following, we will show our scheme is much more efficient
than ObliDB indexed solution.

For the comparison, as done in ObliDB, we evaluated our
scheme with Big Data Benchmark [25]. Specifically, we tested
two queries, Q1: ‘select * from CFPB where Date recieved =
20130817’ and Q2: select * from CFPB where Date recieved
= 20130514’, with different result sizes on ‘CFPB’ table.
‘CFPB’ contains 107000 rows, and we built a B+ tree with
1023 keys (including 543 real keys and 460 dummy keys) for
the searched field.

We downloaded the code of ObliDB from [37] and tested its
performance on our own machine. Moreover, we also tested
the baseline implementation, where only the matched nodes
are loaded into SGX for search, with the same queries and
datasets. For testing our scheme, the branching factor was fixed
to 4, only 1 page was loaded per batch. Moreover, once the
matched rids list is found, we loaded 2× random matched
records to hide the real access pattern.

The test results for our scheme, ObliDB and the baseline
are illustrated in Table II. In our scheme, to resist timing
attacks, the same type of queries are processed in constant
time. From Table II, we can see that, both Q1 and Q2 were
executed in 0.352 ms, which includes the B+ tree search time



and the rids list processing time. In contrast, the ObliDB
indexed solution is implemented based on ORAM primitives,
which is affected significantly by the result size. For the point
queries over ‘CFPB’ dataset, when result sizes are 1 and
177, our scheme is 11× and 1974.4× faster than ObliDB
(indexed solution), respectively. Comparing with the baseline,
our solution is 12.1× slower.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we introduce an approach that supports search
over encrypted data and preserves privacy of access pattern
using SGX. B+ tree indexes are built in order to support sub
linear search. By loading the tree nodes page by page and
accessing the nodes in a balanced manner, access pattern is
also protected against page fault and timing channel attacks.
Moreover, our solution can process large databases efficiently
without requiring long-term storage on SGX. As for future
work, we aim to support more complicated SQL queries,
such as GROUP BY, JOIN, COUNT, and SUM, and show
the performance. Moreover, we will investigate sophisticated
solutions to resist cache attacks. In addition, we will consider
dynamic databases and support more complex operations.
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